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Estimation of the visual 
contribution to standing balance 
using virtual reality
Lorenz Assländer 1*, Matthias Albrecht 1,2, Moritz Diehl 3, Kyle J. Missen 4, 
Mark G. Carpenter 4 & Stephan Streuber 5,6

Sensory perturbations are a valuable tool to assess sensory integration mechanisms underlying 
balance. Implemented as systems-identification approaches, they can be used to quantitatively 
assess balance deficits and separate underlying causes. However, the experiments require controlled 
perturbations and sophisticated modeling and optimization techniques. Here we propose and validate 
a virtual reality implementation of moving visual scene experiments together with model-based 
interpretations of the results. The approach simplifies the experimental implementation and offers a 
platform to implement standardized analysis routines. Sway of 14 healthy young subjects wearing a 
virtual reality head-mounted display was measured. Subjects viewed a virtual room or a screen inside 
the room, which were both moved during a series of sinusoidal or pseudo-random room or screen 
tilt sequences recorded on two days. In a between-subject comparison of 10 

×
 6 min long pseudo-

random sequences, each applied at 5 amplitudes, our results showed no difference to a real-world 
moving screen experiment from the literature. We used the independent-channel model to interpret 
our data, which provides a direct estimate of the visual contribution to balance, together with 
parameters characterizing the dynamics of the feedback system. Reliability estimates of single subject 
parameters from six repetitions of a 6 × 20-s pseudo-random sequence showed poor test–retest 
agreement. Estimated parameters show excellent reliability when averaging across three repetitions 
within each day and comparing across days (Intra-class correlation; ICC 0.7–0.9 for visual weight, time 
delay and feedback gain). Sway responses strongly depended on the visual scene, where the high-
contrast, abstract screen evoked larger sway as compared to the photo-realistic room. In conclusion, 
our proposed virtual reality approach allows researchers to reliably assess balance control dynamics 
including the visual contribution to balance with minimal implementation effort.

Humans rely on sensory information to maintain balance1. Controlled perturbations of the sensory inputs are 
a powerful tool to investigate sensory integration and its deficits2–6. However, controlled sensory perturbations 
are difficult to implement, both in terms of hardware and analysis techniques. In our study, we propose and 
validate sensory perturbation experiments using a simple virtual reality (VR) setup. We further use model-based 
interpretations of the recorded data on a single subject level as proposed by Peterka5. We will show that a com-
bination of VR experiments and model-based interpretations can reliably and easily assess the dynamics of the 
balance control mechanism including quantitative estimates of the visual sensory contribution (weighting factor).

One important focus of balance experiments is the assessment of sensory integration and its deficits to 
diagnose balance disorders7,8. Severe disorders become already visible during simple tasks such as standing 
with feet together and closing the eyes (Romberg stance)9. Instrumented balance tests, such as the assessment 
of spontaneous sway using force plate measurements, provide more detailed and objective information8. How-
ever, spontaneous sway measures do not contain sufficient information to separate internal control dynamics 
from the unknown noise properties inherent in sensory and motor systems6. It further does not provide insight 
into how the system deals with sensory conflicts, which occur in every day life when standing on soft surfaces 
or when viewing a moving visual scene (e.g. a train or bus). Thus, while providing valuable information about 
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the state of the system spontaneous sway provides only limited information on sensory integration6. Changing 
sensory availability (firm and soft support, eyes open/closed, etc.) can be used to assess sensory integration to 
some extent2. An instrumented implementation based on sensory removal mostly used in clinical settings is the 
sensory organization test (SOT)10,11. Within three of the SOT conditions, the support surface and/or the visual 
scene are moved with a subject’s sway (’sway referencing’12). In these conditions, the sway referenced system does 
not accurately encode body position in space. Abnormal sway behavior or the inability to stand in such condi-
tions indicates balance deficits and provides hints on the affected systems. The SOT score includes spontaneous 
sway and ’falls’ of subjects. While the SOT score is able to reveal balance deficits, it does not take into account 
interactions between multiple deficits and the complexity of sensorimotor interactions. Thus, it still provides 
insights into the state of the system, rather then revealing the systems dynamics and properties itself.

Systematically inducing sensory perturbations is a very powerful paradigm to investigate sensory integration 
and characterize the balance control mechanism itself2–6. For example, visual scene or support surface tilts can 
be used to induce subtle conflicts between sensory inputs. The central nervous system is not able to resolve the 
sensory conflicts perfectly. The imperfections lead to erroneous interpretations of visual scene movements as 
self-motion. Erroneously sensed self-motion leads to ’corrective’ muscle contractions, thereby inducing body 
sway. The relation of conflict and evoked sway is a rich source of information which can be used to characterize 
and quantitatively model the underlying sensory integration mechanism1,6.

In the last three decades, a comprehensive framework for the interpretation of tilt perturbation data has been 
developed1,5,6,13–15. The approach uses systems-identification tools from control theory that reduce complex bal-
ance behavior to a limited set of physiologically meaningful parameters. If successful, the parameters and the 
underlying control model quantitatively reproduce the experimentally assessed balance behavior.

The most prominent model in the literature is the ’Independent-Channel’ model proposed by Peterka1. A 
more recent update includes a detailed description of the model and the required techniques for a single-subject 
characterization of the balance control mechanism5. For visual scene perturbations, the focus of the current study, 
the model contains five parameters that are optimized to reproduce individual subjects’ sway responses to pertur-
bations. The sensory integration is a weighted sum of all sensory contributions. The visual weighting parameter 
Wv gives a percentage of the visual contribution to the overall torque. The rest ( 100%−Wv ) is generated by the 
proprioceptive and the vestibular contributions, which cannot be separated without additional perturbations. 
The parameters Kp and Kd are the proportional and the derivative feedback gain, i.e. the strength of the muscle 
contraction relative to the deviation from the desired upright position and body sway velocity, respectively. The 
feedback time delay parameter τ accounts for all time delay components (neural conduction times, muscle acti-
vation, etc.) in the neural control mechanism1. Lastly, the parameter Kt is a measure for the contribution from 
a low-pass filtered positive torque-feedback loop, proposed to explain low-frequency sway characteristics with 
a period � 20s16,17. These parameters can be estimated from moving visual scene experiments in combination 
with model simulations and optimization techniques.

One major drawback of experiments using sensory perturbations as input is the required experimental setup. 
Motorized visual scenes (or surfaces) are costly and difficult to tune to the required precision8. Also, setups are 
often prototypes and therefore unique, making it difficult to reproduce data across labs. Various alternative 
experimental manipulations have been successfully used to induce sensory perturbations. Examples are tendon 
vibrations (proprioception)3, fast rotating discs18, optic flow pattern projected to screens15,19,20, real world mov-
ing rooms21–24 (visual) and galvanic vestibular stimulation (vestibular)3,25,26. The big advantage of surface or 
visual scene tilts is that they induce ecological conflicts, i.e. they mimic natural conflicts that occur in everyday 
life. Furthermore, tilt perturbations are relatively easy to model as kinematic variables describing the physical 
orientation between body and sensory references (surface, visual scene, etc.).

Virtual reality can be used to implement moving visual scenes as controlled sensory perturbations15,19,27–29. As 
VR hardware has become less expensive, easily accessible, as well as better in terms of field of view, time-delays 
and resolution, VR could substitute motorized setups and make perturbation based balance assessments uni-
versally available. Also, some VR systems have integrated tracking devices that can be used as a fully integrated 
motion capture system. In a recent study, we showed that in standing balance, body sway is similar when viewing 
a photo-realistic virtual-reality room as compared to viewing the real-world room30. We tested this on fixed and 
tilting support surfaces, but while keeping the visual scene space stationary.

The question remains, whether moving visual scene experiments in VR are equally comparable to real-world 
moving scene experiments and whether they can be used for reliable balance assessments using systems identi-
fication techniques. Thus, the purpose of the current study was to validate moving scene experiments in VR. To 
this end, we reconstructed a moving screen from a published real-world setup1,5 in VR (see Fig. 1). The original 
experiment consisted of 60.5-s long pseudo-random ternary sequences (’long-PRTS’), which were repeated 6–8 
times, each presented at 5 amplitudes. We implemented the same sequences with ten repetitions to compare our 
VR results to the published real world results. The first tested hypothesis was:

•	 H1: Sway responses to a virtual moving screen do not differ to those of a similar real-world screen.

The long-PRTS assessments required long standing periods for subjects, which is not feasible for many applied 
research questions5. We therefore also implemented a 120 s version with six repetitions of 20-s sequences (‘short-
PRTS’) for a full assessment. We tested the reliability of this short version by repeating the trial twice before the 
long-PRTS trials and once after. We also repeated the full experiment on a second day, providing us with six 
repetitions, which we used for a reliability analysis. The second hypothesis was:
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•	 H2: The short-PRTS parameter estimates do show a high Intraclass Correlation between repetitions within 
one session and between two sessions on two different days.

In our previous study investigating balance in a stationary virtual visual scene we found differences between 
sway in a photo-realistic and an abstract scene30. We speculated that this could be caused by subjects feeling less 
present in the abstract scene or by the difference in the visual input. In contrast, other studies using abstract31 
and photo-realistic scenes28 found similar coherence values for sway responses to pseudo-random visual scene 
tilts, respectively. Therefore, there remains uncertainty how visual scene type may affect sway responses. As 
the screen we used in the moving screen setup was also quite abstract, we further added a comparison of sway 
responses to movements of the screen and a virtual room (see Fig. 1). In separate trials, room and screen were 
tilted following a very small sine. A sine provides much less information compared to a PRTS, however, the very 
short cycle duration allowed us to obtain more repetitions and therefore more averaging during short record-
ings. This allowed us to implement very small sine amplitudes and still obtain a reasonably reliable estimate of 
the response amplitude to the sine. Subjects were asked to look at the room/screen and body sway was measured 
during the perturbations.

•	 H3: Sway responses to a small sinusoidal visual scene tilt differ in dependence on the type of scene.

Results
VR and real‑world comparison (H1).  General description of recorded sway responses.  Figure 2 shows 
the results of the five long-PRTS amplitude conditions recorded in VR (blue). Screen tilt sequences are shown 
in the top row. The second row shows center of mass (com) sway averaged across 14 subjects and eight sequence 
repetitions each (four for each peak-to-peak amplitude on each day, additional first sequence was discarded 
to avoid transients). Com sway shows consistent response patterns to the stimulus at all amplitudes. However, 
compared to the large increases in stimulus amplitudes (pp0.5◦ to pp8◦ ), the com sway increases much less and 
saturates showing peak-to-peak values of 0.25◦ , 0.38◦ , 0.54◦ , 0.57◦ , and 0.50◦ , respectively. This saturation is even 
better visible in the frequency domain analysis. We calculated complex valued frequency response functions 
(FRF) and displayed them as gain and phase (Fig. 2 row 3 and 4). Gain is the amplitude ratio of stimulus and 
response in the frequency domain, where gain = 1 means equal stimulus and response amplitudes, gain = 2 twice 

Figure 1.   Virtual screen and room used during the experiments together with the hardware setup. The VR 
avatar indicates the perspective of a subject in the respective condition. Both images are screenshots of the 
custom made application created in Unity (Unity Technologies, San Francisco, USA). Head-mounted display 
used to display the virtual environment and the two VR motion tracker used for body sway recordings are 
shown in red. Top panel on the right shows an example of the long-PRTS stimulus sequence (60.5 s) that was 
repeated five consecutive times for each of the 5 amplitudes (peak-to-peak, pp0.5, pp1, pp2, pp4, pp8). Middle 
panel shows example whole body centre of mass sway derived from marker recordings. Bottom panel shows 
order of trials as applied during the experiment.



4

Vol:.(1234567890)

Scientific Reports |         (2023) 13:2594  | https://doi.org/10.1038/s41598-023-29713-7

www.nature.com/scientificreports/

as large response compared to the stimulus amplitude and gain = 0 no sway evoked by the stimulus. Recorded 
gain values show a strong decrease across stimulus amplitudes (note the difference in y-axes from left to right). 
Thus sway response amplitudes are much smaller relative to the stimulus at larger amplitude conditions. Phase 
values (Fig. 2 row 4) represent the temporal relation of stimulus and response, where a phase of 0◦ means ’in 
phase’ and ±180◦ ‘counter phase’. Phase systematically decreased with increasing frequency, showing a phase 
lead of ≈ 50◦ at 0.0165 Hz and a phase lag of ≈ 180◦ at about 1 Hz. With increasing stimulus amplitude, phase 
showed slightly reduced phase lag at higher frequencies, but otherwise no systematic difference. Coherence 
values were overall quite low and showed a decrease towards higher frequencies. Averaged across frequency, 
coherence was Coh ≈ 0.21 for pp0.5 and Coh ≈ 0.28 at all other amplitude conditions.

Comparison of VR and real‑world data.  In the frequency domain, the real-world moving screen data of 
Peterka1 is displayed for comparison (Fig. 2 red, dashed). Overall, our VR data and the real-world data showed 
very similar behavior: gain values have a concave shape across frequency and decline strongly across amplitude 
conditions; phase values show a systematic decline across frequency and a slight decrease in phase-lag across 
amplitude conditions; coherence values are similarly low in both data sets. Visually, gain values did show higher 
sway in the real-world data, as compared to VR for peak-to-peak (pp) 0.5 and pp1. We statistically compared 
VR and real-world FRFs using a 1D statistical non-parametric mapping Hotellings T 2-test (Fig. 2 row 5). The 
statistical comparison showed no significant difference (α < 0.05).

Model fit parameters.  We used model based interpretations of the sway response data to extract descriptive 
parameters that allow intuitive interpretations (Independent-Channel Model5). Figure 3 shows the estimated 
parameters of the five long-PRTS conditions and for the average of all short-PRTS conditions (Fig.  4 ‘s1’). 

Figure 2.   Long-PRTS sequences and sway responses of VR moving screen experiments (blue) and real-world 
sway responses1 for comparison (red), each shown as mean and 95% confidence interval (shaded area). The 
stimulus sequence (top row) was applied at five peak-to-peak amplitudes. Each pp condition contains averages 
across eight repetitions of the sequence and 14 subjects. Row two shows the averaged center of mass (com) sway, 
rows 3 and 4 the frequency response functions (FRFs) displayed as gain and phase across frequency. Row five 
shows the statistical comparison of VR and real-world FRFs, where the red dashed line indicates the α = 0.05 
cutoff. Bottom row shows coherence indicating the ratio between random-sway and sway evoked by the 
stimulus. Smaller values indicate a larger random sway component.
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The visual weight ( Wv ) decreased systematically with increasing stimulus amplitude (rmANOVA; p < 0.001 , 
η2 = 0.915 ). Also, visual weight showed consistent patterns within subjects, where relatively low or high vis-
ual weights compared to other subjects were maintained across amplitude conditions. Further differences 
were found for τ , Kt , and β . The parameters τ and Kt decreased with increasing stimulus amplitude ( p < 0.05 , 
η2 = 0.253 and η2 = 0.269 , respectively). β showed a large drop from pp0.5 to all other conditions ( p < 0.001 , 
η2 = 0.395 ). These effects were less systematic within subject as compared to the visual weight. Parameters Kp 
and Kd showed no significant difference between pp conditions. The short PRTS parameters were compared 
to the pp4 condition. In pilot experiments, we found a strong similarity between the visual weight ( Wv ) values 
for PRTS sequences with similar velocities. To test this hypothesized stimulus velocity dependence of model 
parameters in favor over an amplitude or other PRTS shape characteristic, we designed the short PRTS to match 
the velocity of the pp4 long-PRTS condition. The statistical comparison using a paired samples Wilcoxon signed 
rank test showed only a significant difference for β ( p < 0.05 ) and a trend towards smaller time delay values in 
the short-PRTS ( p = 0.068).

Test–retest reliability.  The short-PRTS condition was tested twice before and once after the five long-
PRTS trials on each day to obtain test-retest reliability of the parameter estimates. Figure 4 shows the results of 
the five parameters together with the sway-response power, the variance parameter β and the simulation error 
of the optimization procedure. Parameter estimates showed large within and between subject variability. Sys-
tematic changes were only found for the visual weight, which was slightly reduced on the second as compared 
to the first day (rmANOVA: p < 0.05 , η2 = 0.139 ). We calculated Intra-Class Correlations (ICC) to obtain test-
retest reliability across all six individual measurements (Table 1, top row). ICC values were generally below 0.5, 
indicating poor across measurement agreement, when using 5 stimulus cycles to estimate parameters. We then 
pooled all short-PRTS cycles within each day and estimated parameters for the average sway response across 
these 15 cycles and recalculated the ICC between days (Table 1, bottom row). Here we obtained good to excel-
lent agreement apart from the low-pass filter gain Kt and the variance parameter β which showed poor to fair 
agreement across days.

Comparison of visual scenes.  Figure 5 shows the com sway at the stimulus frequency to identical scene 
tilts around the ankle joints, in the screen view or the room view. Both scenes were tested at the beginning (pre) 

Figure 3.   Independent-channel model parameters estimated for the five long-PRTS peak-to-peak amplitude 
conditions and the short-PRTS amplitude condition (s1). In addition also variance parameter β is displayed. 
Parameters are shown for each individual subject (grey) and the across-subject mean, lower quartile and range 
(box-plots). Kp and Kd are normalized by mgh (subjects mass*com-height*gravitational constant).
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and end (post) of each session and on 2 days. The 2 × 2 × 2 rmANOVA (2 scenes, 2 days, pre-post) showed 
significant differences for all main effects (all p < 0.001 ; scene η2 = 0.35 ; pre-post η2 = 0.15 ; day η2 = 0.02 ), as 
well as for the interactions pre-post*scene and scene*day ( p < 0.05 ). Following our hypothesis and given the 
significant main effect of scene-type on our sway responses we conducted Post-hoc analysis to further investi-
gate the observed differences between scene types (Hypothesis 3). Post-hoc comparisons of the scenes showed 
significantly larger sway during the screen view as compared to the room view, with a very large effect size 
( p < 0.001 , Cohen’s d = 1.423).

Discussion
We validated a virtual reality implementation of a sensory integration test using moving visual scene perturba-
tions. We addressed three questions: (1) Are sway responses comparable to a real world setup? (2) How good 
is the test-retest reliability? (3) Do sway responses depend on the scene type? Our results showed that the VR 
implementation can be compared to the real-world implementation, as we found no differences between balance 
responses (Fig. 2). Also parameter estimates showed the same general pattern as described for the real-world 
data using a very similar model1. We found poor reliability across all six short-PRTS measurements. However, 
parameter estimates from pooled data of all three short-PRTS measurements (15 cycles) showed excellent reli-
ability between both days with a small systematic reduction of the visual weight on the second day. Finally, we 

Figure 4.   Independent-channel model parameters for each individual short-PRTS condition (pre1, pre2, post 
as 1–3 on x-axis). In addition also descriptive sway response power, variance parameter β and simulation error 
(SimErr) are displayed. Parameters are shown for each individual subject (grey) and the across-subject mean, 
and standard deviation. Kp and Kd are normalized by mgh.

Table 1.   Intraclass correlation point estimates (ICC3,1) for the independent channel model parameter 
estimates. Top row: each of the six short-PRTS recordings of each of the 14 subjects was taken as one 
measurement. Bottom row: cycles of the three measurements within 1 day were pooled and ICC values 
calculated for day1 and day2 estimates.

ICC3,1 Kp Kd τ Wv Kt β

6 trials 0.11 0.14 0.24 0.46 0.21 0.15

95%ci −0.03 0.39 −0.01 0.42 0.59 0.53 0.24 0.72 0.04 0.50 −0.00 0.43

d1 vs d2 0.87 0.92 0.77 0.70 0.50 0.42

95%ci 0.65 0.96 0.76 0.97 0.42 0.92 0.29 0.89 −0.02 0.81 −0.12 0.77
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found sway power during sinusoidal tilts of the abstract screen to be three times larger as compared to tilt of the 
realistic room, confirming the hypothesized dependence of sway responses on scene type.

The approach we used for balance assessment depends on the model based interpretation of the data. A model 
always captures only specific aspects of the natural object or system. Thus, explanatory and predictive power, the 
usefulness to guide our understanding and research, as well as its fruitfulness in terms of applications such as 
diagnostic capabilities are factors by which a model should be judged. Our discussion of the proposed approach 
and our results will be guided by these criteria.

The IC model used for our data analysis is able to reproduce most characteristics of sway responses to real-
world visual scene tilts. Our estimates using only five stimulus cycles resulted in very large variability and poor 
reliability of parameter estimates. Peterka et al.5 showed that averaging 9–14 cycles instead of the five used in 
our study further improves the reliability of parameter estimates for such small sway responses as during visual 
scene perturbations (see Fig. 4 in5). In agreement with this finding, we obtained much better intra-class cor-
relations when pooling our data across all three short-PRTS measurements within each day and comparing 
parameter estimates of these 15 cycles between days. Therefore, we conclude that five cycles are insufficient for 
reliable estimates.

Interestingly, we found differences for the sine sway responses that were not present in the sway response 
power of short-PRTS trials: sway responses to the sine screen tilts were smaller at the beginning of a session (pre) 
as compared to the end (post) and smaller on the second day. Potential reasons are purely speculative, as one 
would expect that for any kind of learning, the changes pre-post would be in the same direction as from day1 to 
day2. In addition, the absence of these effects in the room view and the short-PRTS sequences appears counter 
intuitive. The considerably larger stimulus velocities for the short-PRTS ( ≈ 0.94◦/s) as compared to the very 
small sine stimulus amplitudes ( peak velocity ≈ 0.16◦/s) might mask the effects observed in the sine conditions.

The IC model does not explain the dependence on visual scene type. We found larger sway responses to tilts 
of the VR screen view as compared to exactly the same tilt sequence applied to the VR room view (see Figs. 1, 5). 
In an earlier study, we found increased sway when viewing an abstract virtual scene as compared to a photo-
realistic virtual scene30. Reduced spontaneous sway as found in the previous study is typically connected to a 
higher use of the more reliable visual input. Assuming the realism of the scene would be the modulating factor, 
visual input would be used less when viewing the abstract screen. Thus, the screen would evoke smaller sway 
responses, which is in contrast to our findings. Another explanation would be the difference in the information 
content of the visual scene. The VR screen was ≈ 1.2 m in front of the ankle joint axis and therefore much closer 
to the subject than the walls of the room ( ≈ 4.5 m). Furthermore, the screen view contained much stronger 
contrasts. Equal scene tilt and/or subject sway therefore results in different optic flow patterns, which could have 
caused the larger evoked sway responses in the screen view. However, a more systematic analysis of the relation 
between optic flow properties and evoked sway is required to support this claim. Further research should also 
take other aspects such as the task dependence of visual effects on balance32 into account.

The IC model shows systematic changes of parameters across different stimulus amplitudes, showing that 
changes in sway responses are mostly caused by sensory reweighting. While this interpretation provides a physi-
ologically plausible explanation, it does not provide an explanation of how reweighting is achieved by the cen-
tral nervous system. Several reweighting mechanisms have been proposed in the literature for support surface 
tilts14,33–35 and movement of a touch reference36, as well as for visual scene tilts37. The implementation and 
comparison of such models are beyond the scope of the current study.

The implemented sensory integration test relies on visual perturbations. As such, it is able to identify the visual 
contribution, but cannot separate the contribution of the proprioceptive and the vestibular systems5. While this 
aspect is a considerable limitation of the proposed VR-base approach, it still provides a considerable amount of 
information. For example visual dependence can be estimated, as the visual weight provides a direct measure of 

Figure 5.   Body sway in response to visual scene tilts when viewing the room or the screen. Shown is the com 
sway power at the frequency of the scene tilt stimulus (0.5 Hz sine with 0.05◦ ). Room view and Screen view were 
measured at the beginning and the end of each session (pre and post) and on 2 different days (day1, day2).
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the visual contribution to balance. This may be particularly relevant to diagnose patients with suspected increased 
visual dependence. Other approaches such as the Romberg ratio have limited validity, as changes in spontaneous 
sway patterns can have many reasons outside sensory aspects, such as attention, anxiety38 or stiffness39. Visual 
dependence has also been estimated using perceptual procedures (rod and frame or rod and disc test)20, which 
showed that visual dependence increases with age and is related to falls40. Our approach now allows researchers 
to assess the visual contribution during balance with minimal implementation effort.

The presented experiments and the VR implementation have several limitations. Our approach used a 
between-subjects design. Although our results show a good agreement with real-world experiments as well 
as a very good reliability, smaller differences might require a within subject comparison. Further limitations 
concern the technical specifications of the VR environment. VR systems are limited in terms of the field of view, 
the resolution and the refresh rate. For example, spontaneous sway increases, when the size of the field of view 
is reduced41. Also the delay between head motion and the update of the display likely influences the results. 
The technical delay likely adds to the physiological delay in some way, thereby increasing the time delay model 
parameter values τ by a few milliseconds. Perception in VR is affected by a vergence-accommodation conflict, as 
the lens of the eye needs to adjust for a fixed distance, while the convergence of the eyes varies dependent on the 
distance of the object in focus. This as well as potential errors in IPD adjustments and other factors are speculated 
to lead to a distortion in depth perception42. While we found no major differences to real-world balance behav-
ior, it is likely that balance behavior and measured parameters are affected by those limitations to some extent.

Despite these limitations, virtual reality systems are widely used and have become very affordable. Further-
more, they appear to be well accepted in elderly populations43. As a result, with an appropriate standardized 
implementation, the approach validated in this study can be applied in various fields. Examples are diagnostics 
of neurological patients, in applied balance research to tailor interventions and test their effect on sensory 
integration, return to sports evaluations after concussions, assessment of sensory loss after traumatic injuries in 
orthopedic settings, and others.

In conclusion, our results demonstrate that the proposed virtual reality setup provides reliable estimates of 
the human sensory integration mechanism underlying balance. The results are comparable to real-world data. 
It is easy to implement and setups can be exactly reproduced across labs, making it feasible for multi-centered 
studies. The strength of the IC-model as the basis for data interpretations lies in its capability to separate sen-
sory contributions and estimate the feedback dynamics of the balance control mechanism. While the analysis is 
complex, analysis routines can be standardized and implemented. Altogether the approach can yield as a tool to 
diagnose deficits in the sensory integration processes underlying balance.

Methods
Participants.  Fourteen healthy subjects (8f/6m/0d; 23.8 ± 2.6 years; 172 ± 9 cm; 66.9 ± 9.1 kg) participated 
in the study. Exclusion criteria were self-reported orthopedic and neural disorders, concussions, as well as a his-
tory of epilepsy. The protocol was in agreement with the latest revision of the Declaration of Helsinki and was 
approved by the ethics committee of the University of Konstanz. Subjects were informed about the purpose and 
procedures of the study, gave written informed consent prior to participation, and were paid 10€/h in the lab.

Experimental setup.  The experimental setup is shown in Fig. 1. Subjects wore a head mounted display 
(HMD; Vive Pro Eye, HTC, Taoyuan, Taiwan), which has a 110◦ field of view, a refresh rate of 90 Hz and a reso-
lution of 1440 × 1600 pixels per eye. Vive Trackers (HTC, Taoyuan, Taiwan) were attached to hip and shoulder 
using velcro straps and 4 lighthouses (SteamVR Base Station 2.0, HTC, Taoyuan, Taiwan) were positioned in 
the corners of a 5 × 5 m room. Tracker and HMD positions were recorded at every screen update ( ≈ 90Hz ). 
The virtual environment, recording of tracker and HMD positions, and a user interface to run the experiments 
were implemented in a custom application developed with Unity (Unity Technologies, San Francisco, USA) and 
SteamVR (Valve, Bellevue, USA). The virtual environment consisted of a living room 6x8 m containing a half-
cylindric screen (radius 1 m) with vertical and horizontal stripes (Fig. 1). The application was able to move the 
room or the screen in six dimensions (3 rotations, 3 translations), following predefined sequences.

During experiments, the visual scene was tilting around the ankle joints in anterior-posterior direction (axis 
of rotation was 8.8 cm above the floor). The visual scene was either the living room (Room View), or the Screen 
View, where subjects saw nothing but the screen when looking straight at the screen (Fig. 1). We used three 
stimulus types, a sine ( 0.05◦ ; 0.5 Hz) and two types of pseudo-random-ternary sequences (PRTS). Stimulus 
sequences containing a sine started and ended with a raised cosine to avoid big accelerations. The PRTS alternates 
a fixed positive, negative, or zero velocity1,44. The short PRTS had 80 states with a state duration of 0.25 s and was 
repeated six times at a peak-to-peak amplitude of 2.1◦ , resulting in 120 s trials which were superimposed with a 
linearly independent sine. The superimposed sine was not used in later analyses. The long PRTS sequence had 
242 states with 0.25 s state duration and was identical to the stimulus used by Peterka1. The 60.5-s long sequence 
was repeated five consecutive times resulting in ≈ 5 min long trials. Five 5 min long trials were tested, each at a 
different peak-to-peak (pp) amplitude: 0.5; 1; 2; 4; and 8◦ . In summary, three different stimulus sequences were 
applied (1) sine only (either room or screen tilt); (2) short-PRTS (screen tilt); (3) long-PRTS at five amplitudes 
(screen tilt).

Procedures.  After signing the informed consent, subjects filled out a basic health questionnaire and mass 
and height were measured. The distance between the lenses of the HMD, as well as the render camera separation 
were adjusted to the subjects interpupillary distance (IPD). IPD was measured using the procedure suggested 
by the manufacturer of the VR device. Subjects were asked to close one eye and align a scale to the pupil of the 
open eye using a mirror. Then, closing the other eye, they were asked to read of the distance of the other pupil 
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from the scale. Velcro straps with the trackers were attached and subjects were asked to put on the HMD, which 
already showed the living room. Subjects were given a short period of time (2–3 min) to familiarize with the 
virtual environment, but were asked to not walk more then 1 m from the starting position. For the room view, 
subjects were asked to stand on a line on the floor. Foot position was corrected if necessary to align the ankle 
joints with the axis of rotation. For the screen view, subjects were asked to turn around and face the screen, 
again positioning the feet. For the sine trials (first two and last two on each day), subjects were not told about 
the scene movement and asked to “stand upright and comfortable” and to “look straight ahead” for a 2-min long 
quiet stance recording. For the short-PRTS and the long-PRTS trials subjects were told that the screen would 
move and were asked to “stand upright and comfortable” and to “look straight ahead”. Subjects listened to non-
rhythmic audio books during all recordings to distract from the balancing task and avoid auditory orientation. 
Subjects were given short breaks to move in between trials and were allowed to take off the HMD and sit down 
for longer breaks upon request. The whole procedure took 60-90 min and subjects were asked to come again for 
a second recording on another day.

Preprocessing of data.  Data was saved as CSV files and further analyzed in Matlab (The Mathworks, 
Natick, USA). As the recording was coupled to the refresh rate of the displays, the actual sampling rate was 11.11 
± 0.29 ms. Data was resampled to exactly 90 Hz using the Matlab function ‘resample’, before further process-
ing. Whole body center of mass tilt around the ankle joints (com) in anterior–posterior direction was used as 
the primary variable for all analyses. We used the shoulder and the hip marker to approximate the com for all 
recordings, assuming two segment biomechanics with ankle and hip joints. Leg and trunk segment orientations 
were calculated from the anterior–posterior shoulder and hip marker positions and the com angle was calculated 
thereof using subjects anthropometrics and mass distribution tables45. As the shoulder marker dropped out in 
four recordings of one subject (battery issues), we estimated the trunk movement from head (HMD) movements 
for these trials. As it would simplify the setup if using the HMD instead of an additional shoulder marker, we 
estimated the validity of such an approximation. Trunk sway estimated from relative hip-to-shoulder marker 
movement was considerably larger as compared to an estimate from hip-to-head movement. We believe that 
the small error is justified in our case due to the small number of approximations. However, our results indicate 
that the shoulder marker typically used for com estimation cannot generally be substituted by HMD movement.

Analysis of long‑PRTS sequences.  The first of the five PRTS sequence repetitions was discarded to avoid 
transients and the 2 × 4 cycles for each subject were transformed to the frequency domain using a Fast Fourier 
Transform (Matlab function ‘fft’). Frequency response functions (FRF) were calculated by dividing the averaged 
com spectrum by the averaged stimulus spectrum, discarding even frequency points, where the stimulus has no 
energy, and averaging across frequency to reduce the number of frequency points at higher frequencies1. Coher-
ence was calculated as the product of the averaged power spectra of com and stimulus, divided by the averaged 
cross-power spectrum of com and stimulus (for details see1,5,46). FRFs are complex valued functions of frequency 
and were displayed as gain and phase, where gain is the ratio of com sway and stimulus amplitudes, while phase 
gives their temporal relation. Coherence is a measure of the relation between the random and stimulus evoked 
com sway components. A coherence of one would indicate no random and only stimulus evoked sway, while a 
coherence of zero would indicate only random and no stimulus evoked sway.

The long PRTS data from our VR experiments was compared to the data set recorded by Peterka1 using a 
motorized real-world screen. Single subject FRFs from both studies were used for the between-subject statistical 
comparison. FRFs are complex valued, which was accounted for using two-sided Hotellings − T2 tests treating 
real and imaginary components as dependent variables. As FRFs are one-dimensional across frequency, i.e. they 
contain many frequency points, the test statistic needs to be corrected for multiple hypothesis-testing. As the 
FRF data-points are not independent, there are fewer degrees of freedom as the number of frequency points. We 
used the statistical non-parametric mapping package (spm1d.org version M.0.4.8), which applies random-field 
theory to calculate alpha-level adjustments for 1D data47–49. In summary, we calculated two-sided non-parametric 
1D −Hotellings − T2 tests with an alpha level of α = .05 for the frequency-dependent FRFs to compare the 
Peterka1 (real-world) and our VR data at each stimulus amplitude.

Parametric analysis of long‑PRTS and short‑PRTS sequences.  Frequency response functions of 
the short-PRTS sequences were calculated analogous to those of the long-PRTS sequences and again averaged 
across frequency as proposed by Peterka5. The FRFs were interpreted using a parametric model, where the sen-
sory integration mechanism is modeled as a feedback mechanism, formulated as a differential equation. Opti-
mization techniques are then used to identify the parameters that best reproduce the experimental FRFs. Model 
formulation and parameter estimation was performed in large part following the methods described by Peterka5. 
The model dynamics are given by:

with the linearized (small angle approximation sin(γ ) ≈ γ ) body dynamics B = 1
Js2−mgh

 , the neural controller 
NC = Kp + Kds , the time delay TD = exp−τ s , the low-pass torque feedback TF = Kt

sFlp+1 , and the Laplace variable 
s(k) = jω(k) . Body inertia J and mass*gravitational constant*com height (mgh) were calculated from subjects 
weight and height and anthropometric tables45. We used a fixed Flp = 20 , which differed to the methods described 
by Peterka, who estimated Flp1 for the long-PRTS sequences or proposed to use TF = Kt

s  for the short-PRTS 
sequences. The short-PRTS sequences are too short for reliable estimates of Flp , while a pure integrator is not 

(1)Hm(θ , k) =
Wv · NC · TD · B

1+ TF · NC · TD + NC · TD · B
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performing very good for the long-PRTS sequences. Thus we chose the fixed Flp based on an estimate from the 
literature16. Model parameters subject to optimization are thus θ = (Wv ,Kp,Kd ,Kt , τ).

We propose a Maximum-Likelihood estimator assuming a normalized Laplace-distribution to formulate the 
parameter estimation problem. The Laplace distribution is given by:

The probability to observe the experimental FRF He(k) for any model FRF Hm(θ , k) is then given by:

The negative log-likelihood is then given by

The parameter optimization problem can then be formulated as

Statistical comparisons of parameters were implemented in JASP50. For repeated measures ANOVAs, we used 
the assumption checks (Mauchly’s test for sphericity) and appropriate corrections (Greenhouse–Geisser) where 
appropriate. Also we tested for normality (Shapiro–Wilk) in pairwise comparisons and used the Wilcoxon signed-
rank test for all comparisons as normality assumption was violated in some parameters. Reliability analysis was 
performed using the intraclass correlation (ICC3,1) implemented in JASP50.

Analysis of sine sequences.  Sway response amplitudes at the sine stimulus frequency were calculated for 
each subject and condition. Com sway data was transformed using a fast-fourier transform (‘fft’) and the half-
sided power-spectrum was scaled (1/Fs/N; N = samples in the time domain; Fs = sampling rate). Finally, the 
value at the stimulus frequency (0.5 Hz) was taken for statistical comparisons across conditions. Sway responses 
of the sine conditions were statistically compared using a 3-level rmANOVA with the levels ‘scene’ (Room, 
Screen), ‘pre-post’ (pre, post), and ‘day’ (day1, day2).

Data availability
The data is available from L.A. upon reasonable request.

Received: 27 April 2022; Accepted: 9 February 2023

References
	 1.	 Peterka, R. J. Sensorimotor integration in human postural control. J. Neurophysiol. 88, 1097–118 (2002).
	 2.	 Forbes, P. A., Chen, A. & Blouin, J. S. Sensorimotor control of standing balance. Handb. Clin. Neurol. 159, 61–83. https://​doi.​org/​

10.​1016/​B978-0-​444-​63916-5.​00004-5 (2018).
	 3.	 Hwang, S., Agada, P., Kiemel, T. & Jeka, J. J. Dynamic reweighting of three modalities for sensor fusion. PloS One 9, e88132. https://​

doi.​org/​10.​1371/​journ​al.​pone.​00881​32 (2014).
	 4.	 Pasma, J. H. et al. Impaired standing balance: The clinical need for closing the loop. Neuroscience 267, 157–165. https://​doi.​org/​

10.​1016/j.​neuro​scien​ce.​2014.​02.​030 (2014).
	 5.	 Peterka, R. J., Murchison, C. F., Parrington, L., Fino, P. C. & King, L. A. Implementation of a central sensorimotor integration test 

for characterization of human balance control during stance. Front. Neurol. 9, 1045 (2018).
	 6.	 van der Kooij, H., van Asseldonk, E. & van der Helm, F. C. T. Comparison of different methods to identify and quantify balance 

control. J. Neurosci. Methods 145, 175–203. https://​doi.​org/​10.​1016/j.​jneum​eth.​2005.​01.​003 (2005).
	 7.	 Nardone, A. & Schieppati, M. The role of instrumental assessment of balance in clinical decision making. Eur. J. Phys. Rehabil. 

Med. 46, 221–237 (2010).
	 8.	 Visser, J. E., Carpenter, M. G., van der Kooij, H. & Bloem, B. R. The clinical utility of posturography. Clin. Neurophysiol. 119, 

2424–2436. https://​doi.​org/​10.​1016/j.​clinph.​2008.​07.​220 (2008).
	 9.	 Romberg, M. H. Lehrbuch der Nervenkrankheiten des Menschen (1846) (A. Duncker, 1846).
	10.	 Peterka, R. J. & Black, F. O. Age-related changes in human posture control: Sensory organization tests. J. Vestibular Res. 1, 73–85 

(1990).
	11.	 Grove, C. R., Whitney, S. L., Hetzel, S. J., Heiderscheit, B. C. & Pyle, G. M. Validation of a next-generation sensory organization 

test in adults with and without vestibular dysfunction. J. Vestibular Res. 31, 33–45 (2021).
	12.	 Nashner, L. & Berthoz, A. Visual contribution to rapid motor responses during postural control. Brain Res. 150, 403–407 (1978).
	13.	 Johansson, R. & Magnusson, M. Human postural dynamics. Crit. Rev. Biomed. Eng. 18, 413–437 (1991).
	14.	 Mergner, T. A neurological view on reactive human stance control. Annu. Rev. Control 34, 177–198. https://​doi.​org/​10.​1016/j.​arcon​

trol.​2010.​08.​001 (2010).
	15.	 Oie, K. S., Kiemel, T. & Jeka, J. J. Multisensory fusion: Simultaneous re-weighting of vision and touch for the control of human 

posture. Brain Res. Cognit. Brain Res. 14, 164–176 (2002).
	16.	 Cenciarini, M. & Peterka, R. J. Stimulus-dependent changes in the vestibular contribution to human postural control. J. Neuro‑

physiol. 95, 2733–2750. https://​doi.​org/​10.​1152/​jn.​00856.​2004 (2006).
	17.	 Peterka, R. J. Simplifying the complexities of maintaining balance. IEEE Eng. Med. Biol. Mag. Q. Mag. Eng. Med. Biol. Soc. 22, 63–68 

(2003).

(2)p(x|µ, b) =
1

2b
exp−

|x−µ|
b

(3)p(He(k)|Hm(θ , k)) =
1

2β|Hm(θ , k)|
exp

−
|He(k)−Hm(θ ,k)|

β|Hm(θ ,k)|

(4)− log(p(He(k)|Hm(θ , k))) = log(2β|Hm(θ , k)|)+
|He(k)−Hm(θ , k)|

β|Hm(θ , k)|

(5)minimize
θ ,β

N−1∑

k=0

log(2β|Hm(θ , k)|)+

N−1∑

k=0

|He(k)−Hm(θ , k)|

β|Hm(θ , k)|

https://doi.org/10.1016/B978-0-444-63916-5.00004-5
https://doi.org/10.1016/B978-0-444-63916-5.00004-5
https://doi.org/10.1371/journal.pone.0088132
https://doi.org/10.1371/journal.pone.0088132
https://doi.org/10.1016/j.neuroscience.2014.02.030
https://doi.org/10.1016/j.neuroscience.2014.02.030
https://doi.org/10.1016/j.jneumeth.2005.01.003
https://doi.org/10.1016/j.clinph.2008.07.220
https://doi.org/10.1016/j.arcontrol.2010.08.001
https://doi.org/10.1016/j.arcontrol.2010.08.001
https://doi.org/10.1152/jn.00856.2004


11

Vol.:(0123456789)

Scientific Reports |         (2023) 13:2594  | https://doi.org/10.1038/s41598-023-29713-7

www.nature.com/scientificreports/

	18.	 Dichgans, J., Held, R., Young, L. R. & Brandt, T. Moving visual scenes influence the apparent direction of gravity. Science 178, 
1217–1219 (1972).

	19.	 Dokka, K., Kenyon, R. V., a Keshner, E. & Kording, K. P. Self versus environment motion in postural control. PLoS Comput. Biol. 
6, e1000680. https://​doi.​org/​10.​1371/​journ​al.​pcbi.​10006​80 (2010) (From Duplicate 2).

	20.	 Yu, Y., Lauer, R. T., Tucker, C. A., Thompson, E. D. & Keshner, E. A. Visual dependence affects postural sway responses to continu-
ous visual field motion in individuals with cerebral palsy. Dev. Neurorehabil. 21, 531–541. https://​doi.​org/​10.​1080/​17518​423.​2018.​
14242​65 (2018).

	21.	 Lee, D. N. & Lishman, J. R. Visual proprioceptive control of stance. J. Hum. Movem. Stud. 1, 87–95 (1975).
	22.	 Bronstein, A. M. Suppression of visually evoked postural responses. Exp. Brain Res. Exp. Hirnforschung. Exp. Cerebrale 63, 655–658. 

https://​doi.​org/​10.​1007/​BF002​37488 (1986).
	23.	 Blümle, A., Maurer, C., Schweigart, G. & Mergner, T. A cognitive intersensory interaction mechanism in human postural control. 

Exp. Brain Res. 173, 357–63. https://​doi.​org/​10.​1007/​s00221-​006-​0384-z (2006).
	24.	 Peterka, R. J. & Benolken, M. S. Role of somatosensory and vestibular cues in attenuating visually induced human postural sway. 

Exp. Brain Res. 105, 101–110 (1995).
	25.	 Fitzpatrick, R. C. & Day, B. L. Probing the human vestibular system with galvanic stimulation. J. Appl. Physiol. (Bethesda, Md. : 

1985) 96, 2301–16. https://​doi.​org/​10.​1152/​jappl​physi​ol.​00008.​2004 (2004).
	26.	 Mian, O. S., Dakin, C. J., Blouin, J.-S., Fitzpatrick, R. C. & Day, B. L. Lack of otolith involvement in balance responses evoked by 

mastoid electrical stimulation. J. Physiol. 588, 4441–4451 (2010).
	27.	 Mohebbi, A., Amiri, P. & Kearney, R. E. Identification of human balance control responses to visual inputs using virtual reality. J. 

Neurophysiol. (2022).
	28.	 Nielsen, E. I., Cleworth, T. W. & Carpenter, M. G. Exploring emotional-modulation of visually evoked postural responses through 

virtual reality. Neurosci. Lett. 8, 136586 (2022).
	29.	 Wang, Y., Kenyon, R. V. & a Keshner, E. Identifying the control of physically and perceptually evoked sway responses with coinci-

dent visual scene velocities and tilt of the base of support. Exp. Brain Res. 201, 663–672. https://​doi.​org/​10.​1007/​s00221-​009-​2082-0 
(2010).

	30.	 Assländer, L. & Streuber, S. Virtual reality as a tool for balance research: Eyes open body sway is reproduced in photo-realistic, but 
not in abstract virtual scenes. PLoS ONEhttps://​doi.​org/​10.​1371/​journ​al.​pone.​02414​79 (2020).

	31.	 Engel, D. et al. Inter-trial phase coherence of visually evoked postural responses in virtual reality. Exp. Brain Res. 238, 1177–1189 
(2020).

	32.	 Liang, H.-W. et al. The effects of visual backgrounds in the virtual environments on the postural stability of standing. IEEE Trans. 
Neural Syst. Rehabil. Eng. 29, 1129–1137 (2021).

	33.	 Mahboobin, A., Loughlin, P., Atkeson, C. & Redfern, M. A mechanism for sensory re-weighting in postural control. Med. Biol. 
Eng. Comput. 47, 921–929. https://​doi.​org/​10.​1007/​s11517-​009-​0477-5 (2009).

	34.	 Mergner, T., Maurer, C. & Peterka, R. J. A multisensory posture control model of human upright stance. Prog. Brain Res. 142, 
189–201. https://​doi.​org/​10.​1016/​S0079-​6123(03)​42014-1 (2003).

	35.	 Assländer, L., Hettich, G. & Mergner, T. Visual contribution to human standing balance during support surface tilts. Hum. Movem. 
Sci. 41, 147–164. https://​doi.​org/​10.​1016/j.​humov.​2015.​02.​010 (2015).

	36.	 Assländer, L., Smith, C. P. & Reynolds, R. F. Sensory integration of a light touch reference in human standing balance. PloS One 
13, e0197316. https://​doi.​org/​10.​1371/​journ​al.​pone.​01973​16 (2018).

	37.	 Mergner, T., Schweigart, G., Maurer, C. & Blümle, A. Human postural responses to motion of real and virtual visual environments 
under different support base conditions. Exp. Brain Res. 167, 535–556. https://​doi.​org/​10.​1007/​s00221-​005-​0065-3 (2005).

	38.	 Cleworth, T. W., Horslen, B. C. & Carpenter, M. G. Influence of real and virtual heights on standing balance. Gait Posture 36, 
172–176 (2012).

	39.	 Sakanaka, T. E., Lakie, M. & Reynolds, R. F. Individual differences in intrinsic ankle stiffness and their relationship to body sway 
and ankle torque. Plos One 16, e0244993 (2021).

	40.	 Lord, S. R. & Webster, I. W. Visual field dependence in elderly fallers and non-fallers. Int. J. Aging Hum. Dev. 31, 267–277. https://​
doi.​org/​10.​2190/​38MH-​2EF1-​E36Q-​75T2 (1990).

	41.	 Paulus, W. M. & Straube, A. Visual stabilization of posture. physiological stimulus characteristics and clinical aspects. Brain J. 
Neurol. 107(Pt 4), 1143–1163 (1984).

	42.	 El Jamiy, F. & Marsh, R. Distance estimation in virtual reality and augmented reality: A survey. in 2019 IEEE International Confer‑
ence on Electro Information Technology (EIT). 063–068 (IEEE, 2019).

	43.	 Huygelier, H., Schraepen, B., Van Ee, R., Vanden Abeele, V. & Gillebert, C. R. Acceptance of immersive head-mounted virtual 
reality in older adults. Sci. Rep. 9, 1–12 (2019).

	44.	 Davies, W. System Identification for Self-Adaptive Control (Wiley, 1970).
	45.	 Winter, D. A. Biomechanics and Motor Control of Human Movement (Wiley, 2009).
	46.	 Pintelon, R. & Schoukens, J. System Identification: A Frequency Domain Approach (Wiley, 2012).
	47.	 Pataky, T. C. One-dimensional statistical parametric mapping in Python. Comput. Methods Biomech. Biomed. Eng. 15, 295–301. 

https://​doi.​org/​10.​1080/​10255​842.​2010.​527837 (2012).
	48.	 Pataky, T. C., Robinson, M. A. & Vanrenterghem, J. Vector field statistical analysis of kinematic and force trajectories. J. Biomech. 

46, 2394–2401. https://​doi.​org/​10.​1016/j.​jbiom​ech.​2013.​07.​031 (2013).
	49.	 Pataky, T. C., Vanrenterghem, J. & Robinson, M. A. Zero-vs. one-dimensional, parametric vs. non-parametric, and confidence 

interval vs. hypothesis testing procedures in one-dimensional biomechanical trajectory analysis. J. Biomech. 48, 1277–1285. https://​
doi.​org/​10.​1016/j.​jbiom​ech.​2015.​02.​051 (2015).

	50.	 JASP Team. JASP (Version 0.16.1)[Computer Software] (2022).

Acknowledgements
We would like to thank Robert J Peterka for providing the Frequency Response Function data of individual 
subjects from the study he published in 2002 and L.A. would like to thank for many years of valuable mentoring.

Author contributions
Must include all authors, identified by initials, for example: L.A., M.C., K.M., S.S. conceived the experiment, 
M.A., L.A. and S.S. created the VR implementation, L.A. and M.A. conducted the experiment, L.A. and M.D. 
analysed the results. All authors reviewed the manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL.

https://doi.org/10.1371/journal.pcbi.1000680
https://doi.org/10.1080/17518423.2018.1424265
https://doi.org/10.1080/17518423.2018.1424265
https://doi.org/10.1007/BF00237488
https://doi.org/10.1007/s00221-006-0384-z
https://doi.org/10.1152/japplphysiol.00008.2004
https://doi.org/10.1007/s00221-009-2082-0
https://doi.org/10.1371/journal.pone.0241479
https://doi.org/10.1007/s11517-009-0477-5
https://doi.org/10.1016/S0079-6123(03)42014-1
https://doi.org/10.1016/j.humov.2015.02.010
https://doi.org/10.1371/journal.pone.0197316
https://doi.org/10.1007/s00221-005-0065-3
https://doi.org/10.2190/38MH-2EF1-E36Q-75T2
https://doi.org/10.2190/38MH-2EF1-E36Q-75T2
https://doi.org/10.1080/10255842.2010.527837
https://doi.org/10.1016/j.jbiomech.2013.07.031
https://doi.org/10.1016/j.jbiomech.2015.02.051
https://doi.org/10.1016/j.jbiomech.2015.02.051


12

Vol:.(1234567890)

Scientific Reports |         (2023) 13:2594  | https://doi.org/10.1038/s41598-023-29713-7

www.nature.com/scientificreports/

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to L.A.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2023

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Estimation of the visual contribution to standing balance using virtual reality
	Results
	VR and real-world comparison (H1). 
	General description of recorded sway responses. 
	Comparison of VR and real-world data. 
	Model fit parameters. 

	Test–retest reliability. 
	Comparison of visual scenes. 

	Discussion
	Methods
	Participants. 
	Experimental setup. 
	Procedures. 
	Preprocessing of data. 
	Analysis of long-PRTS sequences. 
	Parametric analysis of long-PRTS and short-PRTS sequences. 
	Analysis of sine sequences. 

	References
	Acknowledgements


