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Abstract
Falls are a major health concern. Existing augmented reality (AR) and virtual reality solutions for fall prevention aim to 
improve balance in dedicated training sessions. We propose a novel AR prototype as an assistive wearable device to improve 
balance and prevent falls in daily life. We use a custom head-mounted display toolkit to present augmented visual orienta-
tion cues in the peripheral field of view. The cues provide a continuous space-stationary visual reference frame for balance 
control using the user’s tracked head position. In a proof of concept study, users performed a series of balance trials to test 
the effect of the displayed visual cues on body sway. Our results showed that body sway can be reduced with our device, 
indicating improved balance. We also showed that superimposed movements of the visual reference in forward-backward or 
sideways directions induce respective sway responses. This indicates a direction-specific balance integration of the displayed 
cues. Based on our findings, we conclude that artificially generated visual orientation cues using AR can improve balance 
and could possibly reduce fall risk.
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1  Introduction

Balance control is a complex mechanism involving the 
integration of visual, vestibular, and proprioceptive cues to 
maintain an upright position and prevent falls. Recently, we 
showed that balance when viewing a computer-generated 
stimulus in a head-mounted-display (HMD) based virtual 
reality (VR) has reached behavioral realism. Body sway 

during eyes open was comparable between stance in a photo-
realistic virtual and in a real-world visual scene (Assländer 
and Streuber 2020; Assländer et al. 2023). Therefore, arti-
ficially generated images presented in HMD devices can be 
integrated for balance control. Consequently, we proposed 
that virtual reality is a valid tool to study the visual contri-
bution to balance control. In the study presented here, we 
tested, whether artificially generated visual input presented 
in the periphery of the human eye can be used to improve 
balance in real life. This would be very desirable, as it lays 
the foundation for assistive devices that can improve visual 
orientation and balance and reduce the risk of falling. Pre-
senting subtle visual cues in the periphery is a promising 
concept as it leaves central vision free of any obstructions 
that could be disturbing while doing everyday tasks.

While viewing a stable visual reference without addi-
tional visually based tasks improves balance in everyday 
life, situations occur, where the visual input is degraded. For 
example, reduced brightness (Dev et al. 2021) and reduced 
visual acuity (Paulus et al. 1984) lead to an increase in body 
sway, indicating a decrease in postural stability. In addition, 
visual stabilization depends on the richness of the visual 
scene (Paulus et al. 1984). In the extreme, standing or turn-
ing around in front of a white wall will not change the image 
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on the retina in relation to the head movement. Thus, the vis-
ual system is no longer providing reliable feedback for bal-
ance control. Undesired sway would not be encoded by the 
visual system and no correcting muscle contraction would be 
generated. Given the partly severe functional degradation of 
all parts of the balance control system (see below), fall-prone 
subjects likely have difficulties compensating a loss of visual 
feedback, resulting in a high fall risk. We think that such 
threatening situations could be avoided by providing reli-
able visual feedback using augmented reality (AR). In other 
words, we think that AR might be used to improve balance 
and prevent falls. Furthermore, additional visual orientation 
cues might be useful in avoiding situations known as white-
out (Meeks et al. 2023), where deteriorated visual cues lead 
to a complete loss in orientation, could help to avoid motion 
sickness, and could be an aid for balance demanding tasks, 
such as slack-lining.

The study presented here was conducted as a proof of 
concept for the technical feasibility using young adults. 
Nonetheless, the main motivation for our approach is the 
global health problem of falls in the elderly and neurological 
patient populations. The World Health Organization fact 
sheet on falls cites an estimate of 37.3 million annual falls 
requiring medical attention and causing 684’000 fatalities. 
Fall-injury related health costs underline the magnitude of 
the problem. The fact sheet reports average injury costs 
of US$ 3611 for Finland and US$ 1049 for Australia. In 
Canada, a reduction of falls by 20% is estimated to reduce 
costs by US$ 120 million annually. (United Nations 2021)

Falls and fall risks are multi-factorial problems. The 
present study targets the sensory system. Humans rely on 
three sensory systems for self-orientation and balance: 1) 
the vestibular organ, a gravito-inertial sensor in the inner 
ear; 2) the proprioceptive system, providing joint angle 
sensation and thereby information on body orientation 
with respect to the surface; 3) the visual system, extracting 
self-motion cues with respect to the visual scene (Peterka 
2002). Sensory function deteriorates with age, affecting the 
vestibular (Agrawal et al. 2020), the proprioceptive (Henry 
and Baudry 2019), as well as the visual system (Andersen 
2012). Evidence suggests, that people with a high fall-risk 
show an increased reliance on visual information (Osoba 
et al. 2019). A high dependence on vision, however, could 
expose participants to an increased risk of orientation loss 
in situations of deteriorated vision (e.g. poor lighting) or 
visually poor scenes (e.g. a white wall). It should be noted, 
that despite the subjective experience that standing balance 
is easy, human stance is inherently unstable, requiring 
constant corrective muscle contractions. Losing orientation 
for a fraction of a second, therefore, is sufficient to accelerate 
the body enough to cause a fall. These considerations 
highlight the potential of the idea in using AR to improve 
visual orientation and balance.

The main application of our device is likely as AR googles 
to improve visual orientation, balance and as an assistive 
device for fall-prevention. Baragash et al. reviewed AR and 
VR applications to improve the life of older adults (2022) 
and balance is one of the most prevalent topics. Most of the 
approaches use AR-/VR-based balance training interventions 
(Nishchyk et al. 2021). These involve older adults wearing 
an HMD to perform balance exercises (Mostajeran et al. 
2020; Kouris et al. 2018). One notable approach used a VR 
device to generate a virtual tiled floor to enhance walking 
rhythm and speed (Baram 1999). The approach uses a 
virtual environment occluding the real-world environment 
and is used as a training device (Baram and Miller 2006). 
The tiled floor could also have a balance stabilizing effect, 
however the device is not designed for use outside of the 
training sessions. Next to such technology supported training 
approaches, also multiple fall detection devices have been 
proposed (Wang et  al. 2020). In general, technology is 
widely deployed in the field of fall prevention. Oh-Park et al. 
(2021) highlight four fields: 1) fall risk assessment, 2) fall 
detection, 3) fall injury prevention, and 4) fall prevention. 
For fall prevention, mostly the above described technically 
supported training interventions are utilized. Exceptions 
are three studies we found, where robotic devices are used 
to detect and actively prevent occurring falls based on fall 
event detection algorithms (Trkov et al. 2017; Ji et al. 2018; 
Oh-Park et al. 2021). While these approaches are certainly 
valuable, assuming a version that reliably works, the 
involved exoskeletons and robotic devices do have severe 
downsides in terms of usability and costs. In summary, AR 
and VR systems, as well as technology in general, are widely 
used in fall-related prevention, targeting physical exercise, 
rehabilitation, and emergencies. However, to the best of 
our knowledge and outside of mechanical walking aids, no 
assistive devices exist that actually improve balance stability 
and reduce the risk of falling.

We propose a novel approach of an AR system that pro-
vides visual orientation in everyday situations. The aim 
of the system is to continuously augment a user’s view 
with reliable visual orientation cues. The approach might 
not provide improvements when looking at a stationary, 
visually rich, well-illuminated, and high-contrast visual 
scene. However, in situations with poor visual conditions 
or a moving natural visual scene, we pose that the system 
could make the difference between a fall and maintain-
ing balance as well as avoid white-out situations. Please 
note that the idea is not based on fall detection or other 
event-based interventions, but merely on guaranteeing 
and enhancing the reliability and validity of the visual 
reference that is naturally integrated into human balance 
control. In our approach, we furthermore focused on feed-
back in the periphery, to avoid clutter and disturbances in 
central vision.
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To test our idea, we used a custom-built HMD (Albrecht 
et al. 2023) and conducted a study to test the effects of the 
device on balance as a proxy for its functionality. Humans 
show small oscillations when standing upright (spontaneous 
sway), which is considerably larger with eyes closed as 
compared to eyes open. Blocking the view thus mimics an 
extreme case of poor vision associated with an increase 
to eyes closed sway levels. Presenting AVOC cues should 
then again reduce spontaneous sway, ideally restoring eyes 
open levels. Our device displays space-stationary patterns in 
the peripheral field of view. The goals of the present work 
were to develop a proof of concept prototype implementing 
AVOC as augmented reality and test the following two 
hypotheses:

•	 Hypothesis 1: AVOC cues can reduce spontaneous body 
sway as compared to a sham condition displaying a static 
image.

•	 Hypothesis 2: AVOC cues are used for both anterior-
posterior and medio-lateral balance, where small 
superimposed movements of the visual scene evoke 
direction specific sway responses.

2 � Methods

2.1 � Display device

Commercially available AR devices show content in cen-
tral vision and are therefore not suitable for our approach 
of providing visual cues in the periphery. Thus, we used 
our own head-mounted display toolkit for peripheral vision 
- MoPeDT (Albrecht et  al. 2023). MoPeDT is a head-
set toolkit to augment peripheral vision using a custom 
3D-printed headset and off-the-shelf electronic components. 
Our configuration of MoPeDT (Fig. 1) consists of two 2.9 
inch 1440x1440@120 Hz displays (LS029B3SX02, Sharp, 
Osaka, Japan) that are placed at a horizontal angle of 40 
degrees (angle between sagittal plane and right angle from 

the center of the screen) on each side of the wearer’s head 
and at approximately 10 cms distance from the wearer’s 
eyes. The screen centers are positioned at eye height. Each 
peripheral display covers approximately 30x30 degrees of a 
participant’s field of view.When wearing the HMD, central 
vision stays clear of any obstructions. Participants are still 
able to see their environment except for the parts where the 
peripheral display modules block vision (Fig. 1).

To track the user’s head in space, a virtual reality tracker 
(Vive Tracker 3.0, HTC, Taoyuan, Taiwan) is mounted on 
the headset. The MoPeDT HMD is connected to a host PC 
via DisplayPort for the video signal and USB for power. 
A custom Unity application (Version 2020.3.26f1, Unity 
Technologies, San Francisco, USA) controls the HMD 
rendering, tracking, experimental protocol, and data 
recording.

The content displayed on the screens is designed to 
provide high contrast patterns that are space-stationary from 
a participant’s perspective. We render an infinite 3D grid 
of white lines on a black background (Fig. 2), employing a 
simple visual language and maximizing contrast for good 
perception in the periphery (Strasburger et al. 2011; Luyten 
et al. 2016). To avoid visual clutter, the grid is only displayed 
at a fixed distance from the user. Close ( ≤ 0.4 ms) and far ( ≥ 
0.6 ms) grid segments are gradually faded out. In the center 
of the displays, a line of the grid covers 2.7–6.4 degrees 
visual angle (depending on its distance) with 48 pixels per 
degree. The brightness of the peripheral displays is dimmed 
according to the brightness of the study environment in order 
to avoid blinding wearers and thus decreasing perceived 
contrast.

As the HMD is motion-tracked, head movement leads 
to the motion of the grid on the peripheral displays, such 
that the grid appears space stationary for the participant. 
This way, the displayed visual cues behave like cues in a 
real environment, for example, the outlines of a door in a 
room or a wall with a high contrast pattern. Thus, the grid 
is assumed to be naturally integrated as a visual head-
orientation reference and used for balance.

Fig. 1   The configuration 
MoPeDT HMD as it was used 
in the present study and on a 
model head. Displays are placed 
in the periphery and central 
vision stays completely free
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We quantified the delay between HMD (i.e. tracker) 
motion and the self-motion correcting pattern motion on the 
display. We used a high-speed camera (Mikrotron Eosens 
Mini2, SVS-Vistek, Gilching, Germany) to capture the HMD 
displays and their physical rim at 1000 frames per second. 
A weight on a pendulum was swung against the side of the 
HMD to induce a slight position change. We then counted 
the number of frames to get the time in milliseconds from 
the moment the HMD starts moving until there is a visual 
change on the displays. We measured an average delay of 
33 milliseconds (SD = 2 ms) over 7 measurements using a 
wireless connection to the tracker and the displays running 
at 120 Hz. This is comparable to consumer VR HMDs in 
terms of latency without pose prediction (Warburton et al. 
2022) (see also Sect. 4).

2.2 � Study procedure

A total of 34 healthy young participants took part in the 
study. Exclusion criteria were balance or neurological 
disorders, recent concussions, epilepsy, as well as 
orthopedic problems. Due to technical recording issues, 
only 31 participants (18 female, 13 male) between 21 and 35 
( M = 24.58 , SD = 3.45 ) were analyzed. Participant height 
was between 1.57 and 1.89 m ( M = 1.70 , SD = 0.08 ) and 
weight was between 51 and 94 kg ( M = 69.01 , SD = 11.24).

Prior to the study, participants received a short 
written and verbal introduction, filled out a short 
health questionnaire, and gave written consent for their 
participation. Then, participants filled out a first Simulator 
Sickness Questionnaire (SSQ) (Kennedy et al. 1993) to 
assess baseline sickness.

Shoulder and hip kinematics were recorded using HTC 
Vive Trackers 3.0 attached using velcro straps. In all but the 
eyes-open and eyes-closed reference conditions, participants 
also wore the HMD which allowed us to additionally record 
head movement (Fig. 2). During the experiment, participants 
were standing in socks with feet together (narrow stance) 
in the middle of a foam pad (Balance-Pad, Airex, Sins, 

Switzerland) placed on a force plate (Leonardo Mechano-
graph GRFP STD, Novotec Medical, Pforzheim, Germany). 
Analog center of pressure data from the force plate was cap-
tured by a data acquisition device (T7, LabJack, Lakewood, 
USA) connected to the host PC (i7-9700K, RTX 2070, 16 
GB RAM) running the Unity application (see Sect. 2.1).

Table 1 provides an overview of all conditions. During 
conditions 1 and 2 (eyes open and eyes closed) subjects 
did not wear the HMD to assess baseline sway to compare 
against. In conditions 3-6 (Sham/AVOC × Room/Dark) 
subjects wore the HMD to test for balance improvements 
through augmented visual orientation cues (Hypothesis 1). 
In Dark conditions, a towel was used to fully block the view 
of the room and simulate a case of no visual space refer-
ence (see Sect. 1). The towel was hung over the frontal part 
of the participant’s head and HMD, such that the displays 
were visible and participants had a small volume of space 
in front of their face to breathe comfortably. Additionally, 
we turned off the room light to prevent light leaking in. In 
Room conditions, subjects looked at the regularly lit lab 
room of 3.2 x 3.7 x 3.3 m room (width, length, height). 
Distance of the walls was approximately 2 ms to the front 
and 1.5 ms on each side. Participant’s view contained two 
white doors, a white cupboard, a dotted black floor, as well 
as several smaller items and structures. During AVOC, the 
pattern displayed on the screen was rendered such that it 
appeared space stationary to the user, i.e. when tilting the 
head, the vertical lines remained aligned with gravity, when 
translating the head, the lines moved along the screen. Dur-
ing Sham, the pattern frozen after 10 s and only a static pic-
ture was displayed throughout the trial. The Sham condition 
was introduced to account for potential confounding aspects 
through subjects wearing the HMD and the towel. During 
conditions 1 - 6 subjects were instructed to stand upright and 
comfortably while we measured sway and force-plate data 
for 60 s. Another four conditions (SineAP/SineML × Room/
Dark) were designed to test for the direction-specific inte-
gration of augmented visual orientation cues (Hypothesis 
2). For conditions 7 - 10, subjects were again instructed to 

Table 1   Overview of all 
conditions

# Visual cues Environment HMD Eyes Name

1 Baseline Room Closed ec
2 Room Open eo
3 Hypothesis 1 Sham Room ✓ Open sham_room
4 Sham Dark ✓ Open sham_dark
5 AVOC Room ✓ Open avoc_room
6 AVOC Dark ✓ Open avoc_dark
7 Hypothesis 2 AVOC + sine AP Room ✓ Open sine_ap_room
8 AVOC + sine AP Dark ✓ Open sine_ap_dark
9 AVOC + sine ML Room ✓ Open sine_ml_room
10 AVOC + sine ML Dark ✓ Open sine_ml_dark
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stand upright and comfortably, while we measured for 240 s. 
Throughout the trials the AVOC cues, in addition to cor-
recting for self-motion, moved with a 10 cm amplitude sine 
at a frequency of 0.25 Hz in either anterior-posterior (AP) 
or medio-lateral (ML) direction. In total, the measurements 
took around 35 min for each participant and participants 
could take small breaks in between trials, if required.

Conditions were tested in random order and double-
blinded, where participants and instructors were neither 
aware of the purpose of the study, nor of the currently 
applied condition apart from the instruction with/without 
HMD, eyes open/closed, Dark/Room. Before each 
condition, participants were instructed to stand upright 
and comfortably, cross hands in front of the hip and to look 
straight ahead without fixating a point or looking directly at 
the peripheral displays.

After all conditions, participants filled out a second SSQ.

2.3 � Data analysis

Preprocessing of data was realized in MATLAB 
(The Mathworks, Natick, USA), statistics and plots in R (The 
R Foundation, https://www.R-project.org). We used the center 
of pressure (COP) cues as measured by the force plate as our 
main outcome measure. The center of pressure essentially 
reflects changes in ankle torque, where a higher variability 
is typically associated with less stable balance (please note 
that this is, e.g. in patient populations, not universally true). 
One standard measure to quantify the COP oscillations is to 
calculate the path length ’traveled’ in a given time (Maurer 
and Peterka 2005). For the six spontaneous sway conditions, 
we filtered the data by a 5 Hz low-pass filter to reduce 

Fig. 2   Study participant stand-
ing on foam on a force plate 
while wearing the MoPeDT 
HMD and a shoulder and hip 
tracker. The two peripheral 
displays show a space-station-
ary (AVOC), a display-static 
(Sham) or sinusoidally moving 
(Hypothesis 2) 3D grid as visual 
reference
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measurement noise and discarded the first 10  s to avoid 
including preparation movements of the participants when 
starting the measurement. For the remaining 50 s of each 
trial, we calculated the 2D COP path length and divided it 
by 50 s to obtain a measure independent from the recording 
time. We then normalized the data for each participant to 
the individual eyes open (0%) and eyes closed (100%) path 
length values. We statistically compared results using a 
Friedman Test, as the assumption of normality was violated, 
and calculated Kendall’s W for the effect size. Afterwards, 
we performed pairwise Holm-corrected Wilcoxon post-hoc 
tests. Additionally, we compared each static condition to 
the theoretic mean of normalized eyes open and eyes closed 
values using one-sample two-sided Wilcoxon tests. We also 
calculated the Wilcoxon effect size r for each test.

COP data of the four sine-stimulus conditions was 5 Hz 
low-pass filtered and the first 20 s were discarded to avoid 
transient effects when starting the trials. Further, we calculated 
COP velocity to reduce the effect of position drifts (Assländer 
and Peterka 2016) and cut the 220 s long COP AP and COP 
ML recordings into 55 sine-stimulus cycles of 4 s duration.

Averaging across cycles (i.e. stimulus repetitions) reduces 
the random sway component and brings forth the sway 
component evoked by the stimulus. We further reduced 
the random sway contribution by calculating a scaled 
Fourier transform of all cycles and solely using the 0.25 
Hz frequency point. Taking the arithmetic mean across all 
cycles of all participants and calculating the absolute value 
provided our mean sway response for each condition and 
direction.

As the Fourier values for the sine-stimulus conditions 
are complex numbers, conventional repeated measures 
multi-variate analyses like repeated-measures MANOVA 
were not suitable for our data analysis. Instead, we chose 
a bootstrapping-based approach for both hypothesis testing 
and confidence interval calculation (Zoubir and Boashash 
1998). To test the difference of means between the two 
groups, we bootstrapped the original samples (0.25 Hz 
frequency points of 31 participants and 55 cycles each) 
10,000 times. For each resulting bootstrap sample we 
calculated the statistic T̂∗ as follows:

with

where |... | denotes the complex magnitude, ḡ1 and ḡ2 
the mean of the original samples of the two compared 
conditions, and ḡ1∗ and ḡ2∗ the mean of the current bootstrap 
sample. 𝜎̂∗ is the standard deviation of the bootstrap sample, 

T̂∗ =
𝜗̂∗ − 𝜗̂

𝜎̂∗

𝜗̂ = ||ḡ1| − |ḡ2||
𝜗̂∗ = ||ḡ1∗| − |ḡ2∗||,

which was calculated in a nested design: each bootstrap 
sample was again bootstrapped (200 replicates) and the 
standard deviation across the resulting 200 complex 
magnitude of mean differences ( g∗

1
 and g∗

2
 ) was calculated.

The p-value for the hypothesis test is the number of T̂∗ 
values that are greater than the cutoff point

divided by the number of bootstraps (10,000), where � is 
calculated as described above but for the original sample.

We compared AP and ML sway with and without 
sine stimulus in the respective direction (4 tests) and the 
influence of the environment condition (Room vs. Dark) for 
sway with a sine stimulus in the same direction (2 tests). 
The p-values for each group of tests were Holm-corrected. 
Additionally, bias-corrected and accelerated (BCa) 95% 
confidence intervals were calculated for both AP and ML 
sway and for each condition. Finally, we calculated Cohen’s 
d as effect size measure, where we estimated the standard 
deviation from the confidence intervals using

where N = 31 is the number of recorded subjects.
We compared SSQ scores before and after the experiment 

to assess if the presentation of balance cues induces motion 
sickness or a general feeling of discomfort. As normality 
was violated for all SSQ scores, we performed paired 
Wilcoxon tests for each sub-score and the total score. We 
also calculated the Wilcoxon effect size r for each test.

We selected an alpha level of 0.05 for all tests.

3 � Results

3.1 � Center of pressure

3.1.1 � Spontaneous sway

Figure 3 shows the COP velocity during the unperturbed 
stance conditions. COP velocity was significantly dif-
ferent between conditions ( �2(3) = 76.74 , p < 0.0001 , 
W = 0.825 ). The main comparison of interest between 
avoc_dark and sham_dark showed a 23% reduction 
( p = 0.01 , r = 0.496 ) and a 2% reduction between avoc_
room and sham_room ( p = 0.039 , r = 0.37 ). We further 
compared individual conditions to eyes open and eyes 
closed baseline COP path length measures. COP veloc-
ity was 40% lower in avoc_dark as compared to eyes 
closed ( p < 0.0001 , r = 0.718 ). However, we also found 
a 17% reduction in sham_dark as compared to eyes closed 

T =
||ḡ1| − |ḡ2||

𝜎

SD =

√
N(CIupper − CIlower)

3.92
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( p = 0.0289 , r = 0.391 ). COP path length was compara-
ble between avoc_room and eyes open ( p = 0.0695 ), but 
showed a 9% increase for sham-room as compared to eyes 
open ( p = 0.0246 , r = 0.401 ). Please refer to Table 2 for 

original and normalized summary statistics of the COP 
velocity for each condition.

Fig. 3   Mean and distribution of 
COP velocity for spontaneous 
sway conditions. Horizontal ref-
erence lines indicate eyes open 
(eo) and eyes closed (ec). Pair-
wise Holm-corrected Wilcoxon 
tests (horizontal brackets). One-
sample two-sided Wilcoxon 
tests (vertical brackets)
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Table 2   Summary statistics 
of COP path length for 
spontaneous sway conditions 
(original and normalized 
between ec and eo)

Original (mm/s) Normalized (COP velocity)

 Condition Median IQR Min Max Median IQR Min Max

eo 26.840 4.753 21.391 31.482
ec 48.899 15.474 25.645 74.834
sham_dark 43.541 15.056 27.855 76.721 0.825 0.362 0.175 2.129
avoc_dark 39.624 8.487 20.326 59.401 0.595 0.329 −0.614 1.889
sham_room 28.365 6.508 17.154 37.354 0.089 0.216 −1.577 0.647
avoc_room 27.388 4.146 16.546 34.026 0.055 0.148 −1.761 0.457
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3.1.2 � Direction‑specific integration of visual feedback

To display the effect of the sinusoidal translation of the dis-
played visual reference, we averaged the time-domain COP 
trajectories across all participants and recorded cycle repeti-
tions (Fig. 4). The grey trajectories show the 5 Hz low-pass 
filtered average, showing the presence of higher order oscil-
lations and a rough resemblance of the stimulus. Colored 
lines show 0.3 Hz low-pass filtered and averaged trajectories. 
Here the sinusoidal sway is visible in all conditions, where 
the sine-stimulus was present, while there is no sinusoidal 
sway visible in the directions without stimulus. To quantify 
these effects, we conducted frequency based analyses with 

bootstrap hypothesis tests, as described in Sect. 2.3. Figure 5 
shows the magnitude of mean in AP and ML direction for 
each condition (averaged across all participants and stimu-
lus repetitions), bootstrapped BCa 95% confidence intervals, 
and bootstrapped hypothesis test results. The X-axis shows 
AP and ML sway for the four conditions with stimulus 
(Dark/Room × stimAP/stimML). In the Dark AP stimulus 
condition, magnitude of mean AP sway was much larger as 
compared to ML ( p < 0.001 , d = 1.37 ). A similar, however 
non-significant ( p = 0.055 , d = 0.79 ), effect was present 
in the Room AP stimulus condition. Similarly, magnitude 
of mean ML sway was larger than AP sway in the Dark 
ML stimulus condition ( p = 0.041 , d = 0.68 ) and in the 
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Fig. 4   Stimulus and COP sway response for each direction-specific 
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Room ML condition ( p = 0.041 , d = 0.82 ). We did not find 
a significant difference in AP sway between Dark AP and 
Room AP conditions ( p = 0.073 , d = 0.73 ), or in ML sway 
between Dark ML and Room ML conditions ( p = 0.110 , 
d = 0.26 ). The magnitude of mean sway for all non-stimulus 
components (i.e. ML sway for AP stimulus and AP sway for 
ML stimulus) showed similar small values in all conditions.

3.2 � SSQ

All sub-scores and the total score of the SSQ were sig-
nificantly higher ( p < 0.01 ) after the experiment com-
pared to before the experiment (Fig. 6). Post disorien-
tation ( MD = 13.92 , IQR = 41.75 ) was higher than pre 

disorientation ( MD = 0 , IQR = 6.96 , p = 0.001 , r = 0.69 ). 
Post nausea ( MD = 19.08 , IQR = 19.08 ) was twice as 
high as pre nausea ( MD = 9.54 , IQR = 19.08 , p = 0.002 , 
r = 0.58 ). Post oculomotor ( MD = 22.74 , IQR = 22.74 ) 
was three times as high as pre oculomotor ( MD = 7.58 , 
IQR = 7.58 , p = 0.001 , r = 0.70 ). Post total SSQ score 
( MD = 18.7 , IQR = 24.31 ) was 2.5 times as high as pre 
total SSQ score ( MD = 7.48 , IQR = 11.22 , p < 0.001 , 
r = 0.77).

Fig. 5   Magnitude of complex 
mean of the COP amplitude at 
stimulus frequency of 0.25 Hz 
in AP and ML direction. Error 
bars denote the bootstrapped 
BCa 95% confidence intervals. 
Brackets indicate significant 
bootstrapped Holm-corrected 
hypothesis tests
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4 � Discussion

In this study, we tested whether visual patterns displayed 
in the periphery of a participant’s field of view can be 
used to improve human standing balance (Hypothesis 1) 
and induce either anterior-posterior or medio-lateral sway 
through a superimposed motion of the displayed pattern 
(Hypothesis 2). Our results confirmed both hypotheses, 
showing a 23% reduction in center of pressure oscillations 
(sham_dark vs. avoc_dark), as well as direction-specific 
responses to the pattern movement in AP and ML 
directions. Our results, therefore, provide a proof of 
concept for a technical device to improve standing balance 
by augmenting visual orientation cues in the peripheral 
field of view. The observed effects were statistically 
robust, but also showed potential for improvements. 
In the following, we will discuss some experimental 
shortcomings and the challenges in design and technical 
solutions for future developments.

The observed effects on spontaneous sway were 
statistically robust with a large effect size. However, 
during the Dark conditions, we found an improvement also 
in the Sham condition as compared to eyes closed, which 
was unexpected. One factor could be that the headset and 
towel had a mechanical effect on sway behavior through 
the additional weight, inertia, and cables attached to the 
participant. We had no suspension for the cables, which 
therefore could have caused a strain on the participant’s 
head and/or body. Also, psychological effects could have 
caused the difference between eyes closed and sham, such 
as changes in concentration on or distraction from the 
balance task.

Participants were standing on foam pads in all 
conditions. Our rationale was to decrease the information 
provided by the body orientation with respect to the 
support surface, if it is compliant (Schut et  al. 2017). 
Reducing the proprioceptive contribution typically 
increases the visual contribution, therefore increasing 
the potential effects of AVOC. We underestimated the 
amount of variability that was induced by the instability 
of the participants on the foam. Foam is widely known 
to induce an increase in sway variability. However, the 
large variability resulted in rather large confidence bounds, 
somewhat masking the effects. Due to the sufficient 
number of recruited participants, we were nonetheless able 
to obtain statistically robust results. Another shortcoming 
in our design was the chosen randomization which was 
not counterbalanced and therefore does not fully exclude 
potential order effects.

We did not find meaningful differences between eyes 
open and avoc_room conditions. As the room provides 
reliable visual feedback, the visual cues in avoc_room 

could have merely substituted ’natural’ visual feedback 
with artificial visual feedback. This result is important, as 
it confirms that AVOC did not perturb balance or confuse 
participants. We did, however, find slightly increased COP 
oscillations in the room_sham condition as compared to 
eyes open. One explanation could be that in this condition, 
the displays act like blinders, showing only a static pattern, 
and reducing the wearer’s field of view.

The device covered only a very small proportion of the 
human field of view (30x30 degrees per eye). There are some 
indications that the size of the field of view is modulating 
the extent to which spontaneous sway is reduced by vision, 
where a larger field of view leads to less spontaneous sway 
(Paulus et al. 1984). However, the size needs to be corrected 
by the cortical magnification, corresponding to the retinal 
receptor density, which also determines the visual acuity 
across the human field of view (Cowey and Rolls 1974). In 
other words, more central areas have a larger contribution, 
as they have a higher cortical representation. Thus, the small 
field of view of our device technically limits the possible 
improvement, which likely is a major factor explaining 
the rather small effect on spontaneous sway (23% in Dark 
AVOC vs. Sham). Paulus et al. (1984) looked at changes 
in spontaneous sway when occluding parts of the field of 
view. Incidentally, one condition was roughly comparable 
to our setup, where participants only saw 30 degrees in the 
periphery of one eye. We normalized their reported data 
to eyes open (0%) and eyes closed (100%) and found an 
improvement of 41% in the 30◦ condition compared to eyes 
closed. This indicates a general limitation of small field 
of view feedback, as we used it in our setup. However, it 
strengthens our findings in that our technical presentation 
of AVOC cues showed similar results as compared to a 
high-contrast real-world presentation used in the study of 
Paulus et al. (1984). Notably, Paulus et al. (1984) explicitly 
discuss, that the visual contribution to balance has enough 
"redundancy for compensation of small ’scotomas’". Thus, 
AVOC cues presented in a significant portion of the human 
field of view is likely sufficient to stabilize balance enough in 
poor vision conditions to prevent orientation loss and falls. 
Covering the full field of view seems not to be necessary.

Similar to the small effects on spontaneous sway, also 
the amplitudes evoked by the sinusoidal stimulus were 
small compared to earlier studies (Stoffregen 1985, 1986; 
Dijkstra et al. 1992). Size and location of the displayed 
field of view largely differed between those studies and our 
displays. While one condition by Stoffregen (1985) had an 
even smaller field of view (20×23◦ ), it was located in the 
foveal region, with a much larger effect on balance compared 
to our AVOC cues due to the cortical magnification factor 
(Straube et al. 1994). In addition, also motion stimulus 
amplitudes and velocities were very different, which could 
have added to the differences due to sensory reweighting 



Virtual Reality          (2024) 28:109 	 Page 11 of 13    109 

(Peterka 2002). Another major factor, potentially reducing 
the use of the displayed cues is the reduced visual acuity 
through the near-eye location of the displays. With subjects 
looking into the distance, the accommodation of the eyes is 
effectively blurring the displays. Thus, future systems should 
use display optics adjusted for eye accommodations typical 
in everyday life.

The significantly higher scores of the SSQ after the 
experiment suggest that presenting balance cues using 
MoPeDT can induce small levels of cybersickness. We 
suspect that the current technical limitations of the system 
could be a reason for this. The motion-to-photon latency of 
our HMD (approx. 33 ms, see Sect. 2.1) is comparable to 
common consumer VR headsets (Warburton et al. 2022). 
However, we did not use motion prediction, which can 
drastically reduce experienced latency during ongoing 
movements (Warburton et  al. 2022) by incorporating 
the current velocity and direction of a movement and 
predicting future poses. We suspect that a lower average 
latency of the displayed balance cues could further improve 
their effectiveness and possibly reduce cybersickness. 
Furthermore, the motion stimuli used in our SineAP/
SineML conditions could also induce motion sickness as 
it has been reported e.g. by Stoffregen (1985). In addition, 
due to differences in head shape and how a user is wearing 
the HMD, they might perceive a slightly different view on 
the peripheral displays, and as such the displayed visual 
cues do not perfectly match that viewing angle. A possible 
solution would be to use eye-tracking to precisely account 
for different users’ heads or use even simpler visual cues 
that do not depend on the viewing angle. Apart from such 
technical reasons, also standing itself and especially wearing 
the towel over the head likely have contributed to the higher 
SSQ scores.

In this present study, we used opaque peripheral 
displays for maximum contrast and due to their simple 
implementation. The next steps are to increase the area in 
the human field of view where AVOC cues are presented 
and to develop optical see-through augmented reality optics. 
Transparency is mandatory in terms of usability in everyday 
life, especially when increasing the AVOC display area. 
Introducing transparent displays might introduce additional 
problems, such as a trade-of between too low contrast and 
too disturbing AVOC cues, which need to be evaluated with 
hardware developed for this purpose and usability studies. 
In addition, the see-through devices needs to have optics 
tailored to provide sufficient visual acuity with everyday 
focal distances, which induces considerable technical 
challenges. Next to the display technology, future work 
will need to optimize the presented patterns. Moderating 
factors are likely contrast and brightness, resolution and 
spatial frequency, crowding and optimal area to display 
the cues. With a sufficiently mature technical device, 

future studies need to investigate the potential of AVOC 
in fall-risk and patient populations. However, the effort 
is potentially rewarding: implemented as an optical see-
through augmented reality device, our results show that the 
approach has the potential to improve balance in situations 
with poor visual conditions.

5 � Conclusion

We proposed a novel approach to improve balance 
in  situations with a poor visual reference, developed a 
technical implementation and demonstrated its functionality. 
Our results confirmed that technically generated space-
stationary visual patterns are integrated as a reference for 
the visual contribution to balance. Currently, the main 
technical limitation is presenting AVOC across a large field 
of view, without restricting the real-world view. As balance 
deficits are a major health problem leading to numerous falls 
in affected populations, improving the visual orientation 
through AVOC might have considerable potential.
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